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Abstract: In this paper, we propose an automatic classification for Arabic phonemic substitution using a Hidden Markov 

Model/Gaussian Mixture Model (HMM/GMM) systems. The main objective is to help Algerian children in the correction of 

articulation problems. Five cases are analyzed in the experiments, 20 Arabic words are recorded by a 20 Algerian children, 

with age range between 4 and 6 years old. Signals are recorded and stored as wave format with 16kHz as sampling rate, 12 

Mel Frequency Cepstral Coefficients (MFCC), with their first and second derivates, respectively ∆ and ∆∆ are extracted from 

each signal and used to the training and recognition phases. The proposed system achieved its best accuracy recognition 

85.73%, with 5-stats HMM when the output function is modelled by a GMM with 8Gaussian components.  
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1. Introduction 

The aim of this paper is to assist Algerian children for 
correcting their pronunciation and to provide some of 
the necessary resources. Also, another important point 
is the correction of functional articulation errors, 
especially the Arabic phonemic substitution disorder. 
Three years old, the child should be able to speak 
clearly. If not, this is one sign of speech pathology. 
Parents should seek the assistance of speech-language 
pathologist; who is trained in the diagnosis and 
remediation of a board rang of speech language 
disorder among adult and children. 

The pathologist follows an evaluation procedure, 
included perceptual speech evaluation, and guided by a 
theoretical model. This can take a few science of 
remediation with a great effort by children and their 
parents. However, if the remediation procedure takes a 
long time and the number of children to be re-educated 
gets greater, the pathologist can not follow the 
perceptual evaluation. Moreover, in Algeria, there is a 
huge absence of pathologists and the majority of them 
settle in the big cities. To take an appointment, parents 
must make long distances and spend a lot of money. 

Speech is the most used mean of interpersonal 
communication, performing many functions in relation 
with children. Firstly, it enables them to live in the 
community and to share their felling and needs in 
different situations. A great importance has the 
communication function of speech, which makes 
possible to transfer content from one person to another 
and cognitive function of integration, design and 
conceptualization of thinking. The oral language  

development is an active process, dependent on the 
child  neuro-cognitive  natural  ability  and  his  human 
environment meeting. However, there are several 
categories  of  factors  which  can affect  oral  
languagedevelopment and can cause various 
dysfunctions. 

In this paper, we evaluate the performance of 
phonemic substitution disorder detection system for 
Algerian Arabic speaking children. Firstly, we analyse 
different cases into two main aspects: The phoneme’s 
place of articulation and its voicing property. For this, 
we use PRAAT software [14]; this latest allows a 
sound’s analysis for different phonemes. The 
automatic classification procedure is based in Hidden 
Markov Model/Gaussian Mixture Model 
(HMM/GMM) Automatic Speech Recognition (ASR) 
system [16]. The MFCC are used for feature extraction 
[7]. 

2. Arabic Language Background 

Arabic is the largest Semitic language still in existence 
and one of the six official languages of the United 
Nations. It is the official one in Algeria. We can find 
two major forms of Arabic: Modern Standard Arabic 
(MSA) and Dialectal Arabic (DA). When MSA is used 
in writing, news broadcast and movies subtitling, DA 
is the daily spoken language of people [8].  

DA varies from one country to another and 
sometimes more than one dialect can be found within a 
country. MSA consists of 40 phonemes where 28 
consonants, 6 vowels (three short and three long 
vowels) and 6 vocalic variant in emphatic context. It is 
characterized by the presence of emphatic and 
pharyngeal phonemes with a total of five pharyngeals, 
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three uvular pharyngeal’s and four emphatics Table 1 
[3]. 

Six types of syllables are allowed in MSA, which 
are: [CV], [CV:], [CVC], [CV:C], [CVVC] and 
[CVCC], this latest appears in some cases as a link 
between two successive words, where [V] denotes 
short vowel, [V:] a long vowel and [C] a consonant. 
All these syllables must start with a consonant, and 
must contain at least one vowel. In addition, while 
vowels do not occur word-initially, they occur word-
finally or between two consonants [5]. 

Table 1. Arabic consonants articulation with their International 
Alphabet Phonetic (IAP) transcription. 

Arabic IAP Mode and Manner of Articulation 

 Voiceless Glottal Plosive [ʔ] ء

 Voiced Bilabial Plosive [b] ب

 Voiceless Alveodental Plosive [t] ت

 Voiceless Interdental Fricative [θ] ث

 Voiced Palatal Fricative [ʒ] ج

 Voiceless Pharyngal Fricative [ħ] ح

 Voiceless Uvular Pharyngeal Fricative [x] خ

 Voiced Alveodental Plosive [d] د

 Voiced Interdental Fricative [ð] ذ

 Voiced Alveolar Liquid [r] ر

 Voiced Alveodental Fricative [z] ز

 Voiceless Alveodental Fricative [s] س

 Voiced Palatal Fricative [ʃ] ش

 Voiceless Alveodental Fricative [s] ص

 Voiced Alveodental Plosive [đ] ض

 Voiceless Alveodental Plosive [ŧ] ط

 Voiced Interdental Fricative [ð] ظ

 Voiced Pharyngeal Fricative [ʕ] ع

 γ) Voiced Uvular Fricative] غ

 Voiceless Labiodental Fricative [f] ف

 Voiceless Uvular Plosive [q] ق

 Voiceless Velar Plosive [k] ك

 Voiced Lateral [l] ل

 Voiced Bilabial Nasal [m] م

 Voiced Alveodental Nasal [n] ن

 Voiceless Glottal Fricative [h] ه

 Voiced Bilabiale semivowel [w] و

 Voiced Palatal semivowel [y] ي

3. Arabic Speech Disorder 

There are a few of researches in the area of speech 
disorder therapy. An automatic voice disorder 
classification system was introduced using Arabic digit 
speech [12]. The development of a novel feature 
extraction method was proposed for ASR that 
incorporates distributions of voiced and unvoiced parts 
and voice onset and offset characteristics in a time-
frequency domain to detect voice pathology [13]. The 
training data influence in ASR was studied for Arabic 
phonemic substitution problem [1]. A new method for 
voice disorders classification based on multilayer 
Neural Network (NN) was developed. The processing 
algorithm is based on a hybrid technique which uses 
the wavelets energy coefficients as input of the 
multilayer NN [15]. 

A lot of causes that determine speech disorder may 
act during speech evaluation period. It can fall into 
many categories: From organic to functional, 
neurological or psycho-social causes. It can be divided 
into: Problems of articulation disorders of rhythm of 
speech, voice or development of language disorders 
[6]. Articulation disorders are the most widely known 
in children. It includes distortion, omission, addition 
and phonemic substitution disorders. In this latest, the 
child substitutes a phoneme by another during 
pronunciation. It is produced when the contact level 
between articulators forward or backward to another 
place of articulation. 

4. Methods and Materials 

The proposed system is an HMM/GMM application. 
Five cases of Arabic phonemic substitution are studied 
as shown in Table 2 (Appendix 1). The choice of these 
sounds is proved by a subjective test performed during 
our work; these cases are the most common 
pathologies in this rang of children. Each sound has its 
specific place and manner of articulation [2]. 
 
4.1. Feature Extraction 

Feature extraction involves analysis of speech signal to 
reduce the data size before classification. The most 
widely used speech features are MFCC. The Mel-
Cepstral makes use of the auditory system principle; it 
has high discriminating power at lower frequencies 
compared to higher frequencies. The frequency bands 
are equally spaced on the Mel-scale. It is linear below 
1khz and logarithmic above 1khz [11].  

                           2595 1
700

mel

f
f log

 
= + 

 
 

Where f  is the actual frequency in Hz.  
At the beginning, the speech signals are pre-

emphasized with a first order high pass filter. The z-
transform of the filter is shown in Equation 2: 

1( ) 1H z az −= −  

With 0.9≤a ≤1. 
The resulted signal is divided into short frame 

segment using 32ms Hamming window with a 16ms 
overlap between two adjacent frames. The main 
concept of using this window is to minimize the 
spectral distortion and the signal discontinuities. 

2
( ) 0.54 0.46

1

n
w n cos

N

π 
= −  − 

 

Where N is the window size and 0≤ n ≤ N-1. 
The windowed signal is analysed by a Fast Fourier 

Transform (FFT). The spectrum of each frame is 
filtered by a set of filters and the power of each band is 
calculated. The log Mel spectral is converted into time 
by applying the Discrete Cosine Transform (DCT). 
Finally, we get:  

(1)

(2)

(3)
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Where i≤L, Sj the log filter bank amplitudes, K the 
number of filter bank channels, L the number of 
Cepstral coefficients. 

The ∆ and the ∆∆ coefficients are also used. Both 
can be approximated by [4]: 
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l j
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∆ = ∆∑  

                    1 1( ) ( ) ( )
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Where k and l are frames indexes, i is the MFCC 
component. 

4.2. Hidden Markov Model 

A HMM can be viewed as a double-embedded 
stochastic process with an underlying one that is 
hidden (not directly observable). An HMM is usually 
represented as λ={π, A, B}. It is characterized by the 
following parameters [16]:  

• N: Is the number of hidden states qi in the model. 
• π: Is the initial state distribution. 
• A={aij} is the state transition probability matrix. 

where aij is the probability of taking a transition 
from state i to state j. 

• B: Is the emission probability distribution. 

In ASR system the basic problem is expressed as 
follows: Given the observation sequence as the set of 
speech parameters X={x1, x2, ..., xT} and a set of state 
sequence, S={s1, s2, ..., sN}, which the word λ%  that 
maximize the probability P(λ|X).  

                           ( )P Xargmax

λ

λ λ=%  

Equation 7 can be rewritten by applying bays 
assumption as: 

                          ( ) ( )

( )

P X P
argmax

P X
λ

λ λ
λ=%  

                     ( ) ( )P X Pargmax

λ

λ λ λ=%  

Where P(X/λ) represent the posterior probability of 
observation emitting for the word λ, P(λ)  represents 
the prior probability of models.  

Assuming statistical independence of observations, 
it follows that: 

                       ( ) ( , )P X P X SSλ λ= ∑  

              
1 1 1

2
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To find the best state sequence we use a formal 
technique called forward-backward algorithm. The 
forward variable at(i) is expressed as: 

                1 2( ) ( , , , , )
t t t i

i P x x x q Sα λ= =L  

In the same manner we can define the backward 
variable βt(i), expressed as: 

           1 2( ) ( , , , , )
t t t T t i

i P x x x q Sβ λ+ += =L  

4.3. Gaussian Mixture Model 

In speech recognition task the observation does not 
come from a finite set, but from a continuous space. 
For continuous output probability density functions, 
the major candidate is multivariate Gaussian mixture 
density functions, known as GMM [8]. This is 
motivated that they can approximate any continuous 
probability density function. It may express as follows: 
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Where x is a d-dimensional vector; µjm the mean 
vector, jmΣ the covariance matrix and wjm is the mixture 

weight satisfy the stochastic constraint that: 
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The parameters to be estimated are the mean vector, 
covariance matrix and the weight vector. These can be 
calculated by using Baum-welch algorithm. 
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5. Experiments and Results 

The system is an HMM/GMM speech recognition 
based. We used it to classify the sound as healthy or 
pathology. The different steps may be represented by 
the bloc diagram below as shown in Figure 1.  

  
Figure 1. Phonemic substitution classification system. 
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Two sets of data are used: One for optimal 
parameters estimation and other for performances 
evaluations and system validation. The first set is 
extracted from TIMIT corpora [10]. It was recorded at 
16kHz rate with 16bits sample resolution. TIMIT 
contains a total of 6300 sentences, spoken by 630 
speakers from 8 major dialect regions of the United 
States.  

The second corpus is created from a set of 20 
Algerian children gradate in-primary school. Each 
child utters a number of words porters the studied 
phonemes. A %70  from signals are used in training 
phase, while the rest of %30  are reserved for testing 
phase. All children are Arabic native with age range 
from 4 to 6 years with and without voicing disorder. 
Test data is recorded in different sessions at primary 
schools in Algeria. The signals are wave format 
encoded in 16bits where sampling rate is 16kHz. 

5.1. Optimal Parameters Estimation 

The proposed system is isolated word recognition so 
we extract two words [mi] and [ʃi], respectively from 
SA1 and SA2 utterances. We use data from two 
regions one for training phase and the other for the 
recognition phase. Each word is modeled by an HMM 
with 3, 4, 5 and 6 states. The state transition is left-to-
right. Observation probability density functions are 
modelled using GMM. The number of mixtures of 
each state is varied to 2, 4, 8 and 16.  

We measure the recognition accuracy (%) versus the 
number of mixture used to model the output density 
function for different number of states Figure 2. It 
shows that the recognition accuracy achieved its best 
value with 5-states HMM when the output is modeled 
by a GMM with 8 Gaussian components. This best 
recognition accuracy achieves % 97.85 . 
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Figure 2. Optimal parameters estimation. 

5.2. Phonemic Substitution Classification 

In order to improve the use of this system for our 
application, the phonemic substitution of pathological 
phonemes is analyzed at different situation. Each 
phoneme is modeled by 3, 4, 5 and 6-states HMM with 
GMM of 8 Gaussian components. For each phoneme, 
we measure the recognition accuracy (%) versus states 
number as shown in Figure 3.  
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Figure 3. Recognition accuracy versus number of states. 

For all phonemes, this later is greater than 74.82%  
and less than 85.58%. Generally, 5-states HMM 
achieved a little better recognition accuracy when 
compared to the others. Moreover, the phonemic 
substitution classification of [ʒ] by [ʃ] proved the best 
performance of this system with 85.58%.  It is found 
that 5-states HMM obtained the best phoneme 
recognition rate of 78.64% and 79.86% for the sounds 
[s] and [r], respectively. This rate is %15.76  for [z] and 
77.35% for [k] using 3 and 6-states HMM, 
respectively.   

For another experiment, we study the number of 
Gaussian components influence at the system 
performances. Each phoneme is modelled by 5-states 
HMM with 2, 4, 8 and 16 GMM. The recognition 
accuracy (%) versus number of Gaussian components 
is measured for each phoneme as shown in Figure 4. 
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Figure 4. Recognition accuracy versus number of GMM 
components. 

Generally, the system achieves his best accuracy 
with 8 GMM. It obtained the phoneme recognition rate 
of %36.85  for the sound [ʒ]. Moreover, with 8 GMM 
this rate is 78.77%, 80.02%, 75.81% and 77.19%, 
respectively, for the phonemes [s], [r], [z] and [k]. 

5.3. Comparative Analysis 

In order to compare these results, the proposed system 
has been trained with other ASR systems: HMM, 
GMM and HMM/GMM isolated word recognition 
system. The performance of these three systems is 
obtained by the recognition accuracy as shown in 
Table 3. These results improve that HMM/GMM 
system achieves a better recognition accuracy 
compared to the other two systems. 
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Table 3. HMM, GMM and HMM/GMM recognition rate %. 

 Configuration N(States):G(Components) 

 5 : 2 5 : 4 5 : 8 5 : 16 

GMM 71,06 % 73,36 % 75,56 % 76,92 % 

HMM/GMM 76,20 % 78,81 % 80,17 % 79,69 % 
 3 : 8 4 : 8 5 : 8 6 : 8 

HMM 69,74 % 70,68 % 72,3 % 73,01 % 
HMM/GMM 79,38 % 79,62 % 80,17 % 79,68 % 

5.4. Performances Evaluation 

For improving and simplifying its manipulation, the 
proposed system is built as a graphical computer 
application. In development process C++ builder was 
used. Created objects can be used by child. These 
objects are presented by pictures and audio signals. It 
may work with a simple computer and a microphone; 
this latest captures the produced speech signals that 
respond to changes in air pressure. 

The application is tested with two 5-years-old 
children with phonemic substitution disorder. They got 
the control of the proposed application with 20 minutes 
for each therapy session. 

First child was a boy who often substitutes the 
phoneme [ʒ] by [ʃ]. The level of pronunciation 
correction completed by the boy is measured by the 
number of phonemes correctly classified versus the 
total trials. He got his best pronunciation after 3 
months later as shown in Figure 5. 

C
or

re
ct

io
n 

L
ev

el
 %

 

0

10

20

30

40

50

60

70

80

90

100

1 2 3 4 5 6 7 8 9 10 11 12
Number of therapy sessions

 
 Number of Therapy Sessions 

Figure 5. Pronunciation correction completed by first boy [ʒ]. 

The second trial was performed with another 5-year-
old boy. He often substitutes the phoneme [r] by [ʁ]. 
After six therapy sessions, he demonstrates a better 
development in their articulation correction as shown 
in Figure 6. 
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Figure 6. Pronunciation correction completed by second boy [r]. 

6. Discussion 

The obtained results proved the possibility to use this 
proposed system at automatic classification for Arabic 

phonemic substitution. The system achieves its best 
recognition accuracy 85.73%, with a 5 states HMM 
and 8 GMM to model each state. The palatal affricate 
[ʒ], which is often substituted by the palatal fricative 
[ʃ], is classified with a better recognition accuracy 
compared to the other phonemic substitutions. This 
may be due to the difference between these phonemes 
in the voicing propriety.  

Moreover, the recognition accuracies of the alveolar 
[s] and [z] are, respectively, 78.77% and 75.81%. This 
low rate may be expressed by the articulation places of 
these different phonemes which are very close with its 
substituted sounds [θ] and [ð]. For the velar [k], the 
recognition accuracy is 77.39%, there is a similarity 
between the two sounds, [k] and [t], in the manner of 
articulation, the two are plosive. Finally the system 
achieved a little better recognition accuracy 80.02% for 
the alveolar [r], this can be explained by the difference 
between the two sounds [r] and [ʁ], in several levels. 

During this work we remarked that child can 
pronounce the phoneme in initial position better than a 
final position. Moreover, the phoneme pronunciation 
can be varied versus the vowel that follows this 
phoneme, [sa], [su] and [si]. Finally, the choice of 
words for each phoneme added another problem for 
this system, this can be seen for the word [ʒima:l] 
/camels/ and the word [muharriʒ] /clown/. For 
children, the first word is very easy in pronunciation 
compared to the second word.  

7. Conclusions 

An automatic classification for Arabic phonemic 
substitution system is proposed. Five cases of this 
problem are analysed: Phonemic substitution of [s], [r], 
[z], [ʒ] and [k] by [θ], [ʁ], [ð], [ʃ] and [t], respectively. 
The proposed method is an HMM/GMM based. 12 
MFCC are extracted from each signal with their first 
and second derivate. The system achieves high 
recognition accuracy, which is 85.73%. An 
HMM/GMM system with 5 states and 8 components 
Gaussian is sufficient in our application. 

Generally, the proposed system has been designed 
to illustrate the selection of intervention targets as well 
as specific therapy activities and materials. If the target 
phoneme is selected, child can use this system with a 
great number of repetitions to teach the phonetic 
placement of different sounds. To simplify the use of 
this system we built a graphical interface with a simple 
activities and pictures, its performances can be 
improved by using another type of coefficients 
including shimmer and jitter features in addition to the 
MFCC. The shimmer is expressed as the variability of 
the peak-to-peak amplitude in decibels and the jitter is 
the cycle-to-cycle variation of fundamental frequency. 
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Appendix 1 

Table 2. Place and manner of articulation of pathological and its substituted sounds. 
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